APPENDIX
WILCOXON’S TWO-SAMPLE TEST

by A. R. Bloemena **

If one has a group of samples from one population and a group of
samples from another population, one is often faced with the question whether
both populations are the same or not. For this situation several statistical
tests are available, one of these being the well-known Student’s test (cf. Dixon
and Massey, 1951, chapter 9). One of the assumptions underlying Student’s
test is that the quantities, of which observations are available, have a normal
distribution. In many ecases, however, it is not known whether or not this
assumption is satisfied. In these cases it is advisable to use a statistical test,
not based on the assumption of normal distributions. In the problem con-
cerned one can use, e.g., Wilcoxon’s two-sample test. The assumptions under-
lying this test are:

a. all observations are taken at random and are independent;
b. the observations in group I are taken from the same population;
c. the observation in group II are taken from the same population.

As an example we take the following situation. A type of rock has been
found in two localities; at each locality one has taken 6 samples * at random.
The sodium content (in percentages) of these samples is:

locality I; 6.3; 3.9; 3.5; 10.0; 2.5; 34.
locality II; 5.6; 5.2; 6.0; 3.3; 1.1; 3.0.

From the observations a test-statistic is calculated. In this case the test-
statistic W is found as follows. Each observation of locality I is compared
with each observation of locality II. Now W is equal to twice the number
of pairs of observations for which the observation of locality I is larger than
the observation of locality II plus (once) the number of pairs of observations
for which the observation of locality I equals the observation of locality II.
The calculation of W for the example is shown in scheme I. The groups
of observations are ranked according to increasing size. The third column
contains for each observation at locality I the contribution to W, i.e., twice
the number of observations at locality II, which are smaller (plus once the
number of observations at locality II which are equal to it). Adding the
contribution gives W,

Now consider the case in which both populations are in fact different
and more specifically that the rock at locality I has a higher Na content.
In this case one might expeet a high value of W. Thus a high value of W

* In statistics the word ‘sample” is used in another sense, i.e., in the sense of a
group of observations, taken at random from a population. In geology one would rather
call this “a group of samples”.

** Report 1959-37 (1) of the Statistics Department of the Mathematical Centre, Amster-
dam, Holland.
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may be taken as an indication of the fact that the sodium percentage at
locality . I is higher than at locality II. In the same way a low value of W
may be taken as an indication of a lower Na content at locality I, ecompared
with locality IIL.

Now statistical theory gives a mean to determine eritical values of W,
the so-called upper and lower a % critical values. If a calculated value
of W lies between these critical values one has to conclude that (as in the
example) there is no evidence that both sodium percentages are different.

SCHEME |
The calculation of the test-statistic W for the example quoted
observations observations contribution
at at to
locality 1 locality I w
1.1
2.5 2
3.0
33
3.4 6
3.5 6
3.9 6
5.2
5.6
6.0
6.3 12
10.0 12
m=6 n==6 W =44

This does not necessarily mean that they are equal, but it only means that
in the presence of large random fluctuations, a significant difference could
not be established. If a ecalculated value of W is not inside the eritical
limits, one may reject the hypothesis that at both localities the sodium con-
tent is the same. The « % ecritical limits have been chosen in such a way
that if in fact both populations do not differ, the probability of finding a
value of W not inside the eritical limits is  « %, so that the probability
of an incorrect conclusion, i.e., the conclusion that the sodium content is
different, while in fact it is not different, is smaller than or equal to « %.
In many fields one chooses as a rule a=>5 %, in rough work one might use
10 %, but where incorrect conclusions can do serious harm, « should be taken
to be 1 % or smaller. In the tables ecritical values have been given for group
sizes < 12 and «a=10% (upper table) and «a=5 % (lower table). For
other group sizes and the use of other values for « we refer to Constance
van Eeden and Riimke (1958) and to Doraline Wabeke and Constance van
Eeden (1955).

For the example W =44 has been found. It appears from the tables
(n=6, m =#6) that no significant difference between the sodium econtent
of the rock at both localities can be established.

Remarks

1. From the tables it is clear that if only two groups of three samples
were available, the conclusion that there is a difference could never be
reached by means of the described test-procedure.
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2. - The tables are valid only if no two observations are equal. In the case
of equal observations (“ties”) a correction has to be applied. If the
number of tied observations is small compared to the total number, this
correction is negligible.

3. The testing-procedure has been described as a two-sided one. In some
cases one-sided tests can be used. We refer to the above mentioned
publications for further details.
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